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Abstract—We attempt automatic text simplification with vocabulary restriction on the output side using a machine translation approach based on a simplified corpus that we built. This is the first machine translation approach in Japanese because no Japanese simplification corpus has been created to date. This corpus focuses only on paraphrases of sentence units and phrase units. It is the first time that this type of simplification has been used with such a corpus. This approach makes it possible to simplify better than existing systems do. We also compared models that changed the quantity and quality of the training data and development data. The result shows that data having a medium S-BLEU score between the original sentence and a simple sentence is most effective for automatic text simplification by a machine translation approach.

Index Terms—text simplification; paraphrasing;

I. INTRODUCTION

Automatic text simplification is a task that reduces the complexity of a vocabulary and expressions while preserving the main meaning of the text. This technique can be used to make many text resources available for a wide range of readers including children, nonnative speakers, and the disabled. As a preprocessing step, simplification can improve the performance of natural language processing (NLP) tasks including parsing [1], summarization [2], [3], semantic role labelling [4], information extraction [5], and machine translation [6]. Automatic text simplification is generally divided into three approaches: lexical simplification, rule based, and machine translation.

In Japanese, there are few studies on text simplification; only lexical simplification has been researched. Existing Japanese lexical simplification (LS) systems often produce results that do not suit the context [7]. In addition, systems like [8] and [7] are unable to simplify complex syntactic structures. Thus, it is necessary to address not only lexical simplification but also sentence simplification. However, there is no parallel corpus for Japanese text simplification.

Therefore, we experiment with a machine translation approach based on a simplification corpus (Easy Japanese Parallel Corpus) that we built. Because there is a restriction that a simple sentence must consist of core vocabulary (2,000 words), this corpus is mainly composed of simplifications in units of phrases and sentences. We expect that simplification that considers context becomes possible by using this corpus. In addition, we think that such a corpus is easier to expand than a simplification corpus that includes many kinds of simplification operations and rules. In order to expand the corpus size in the future, it is important to know how the quantity and quality of training data affect the performance of the machine translation system. Therefore, we investigate two important issues in text simplification:

1) Can an automatic text simplification system of sentence units output more simplified sentences when compared to existing LS systems?
2) Do the quality and quantity of training data and development data affect sentence-level simplification systems?

To explore these problems, we conducted two experiments. First, we compared machine translation systems with existing Japanese LS systems (Section IV-B). Second, we built 32 models by changing the quantity and quality of the training data and development data, and compared them (Section IV-C).

II. RELATED WORKS

LS is an approach to replace complex words in sentences with simple synonyms. In Japanese LS, generating synonyms from dictionaries and WordNet [8], as well as methods for obtaining synonyms using word embedding [7], have been attempted. In order to compare our system with a LS system, we use Kajiwara’s Japanese LS system, which is the only publicly available system [8]. This system simplifies based on the following four components: (1) identification of complex words, (2) substitution generation, (3) word sense disambiguation, and (4) synonym ranking. In these systems, there are problems with paraphrases that do not suit the context.

III. TEXT SIMPLIFICATION CORPUS

We used the Easy Japanese Parallel Corpus, which was constructed manually from a Japanese-to-English Machine Translation corpus1. The original Japanese side of the corpus contains a sentence length of 4 to 16 words. The simple sentences of this corpus consist of only core vocabulary and named entities.

Table I shows example sentences in our corpus and the S-BLEU 2 score between the original sentence and simplified sentence. Underlined words are not core vocabulary (complex words) in original sentences. One original sentence contains one complex word or two complex words. In each sentence, the number of complex words is approximately the same, but the scale of change when simplifying is different. Therefore, S-BLEU scores show variations. When a pair with an original

1small parallel enja: 50k En/Ja Parallel Corpus for Testing SMT Methods
2S-BLEU is Sentence-wise BLEU score
There is no room for doubt.

Always have your dictionary near at hand.

He must have studied English hard.

I was late because the road was crowded.

It is very important to take a rest.

He must have studied English with utmost effort.

In Japan, salary is on monthly basis.

Because of the traffic jam, I was late.

It is clear.

It is very important to take a rest.

In Japan, you get money once for working a month.

When we examined the three sentences for which insertion was done for only one word, such as in (5) and (6). Thus, in this corpus, operations ranging from word units to sentence units are approximately equally included.

In addition, we classified the simplification operation for about 100 sentences randomly selected from this corpus. The percentage of only paraphrasing operations accounted for 97%. When we examined the three sentences for which insertion is performed, we found that the insertion and the paraphrase are combined to make the simple sentence. Insertion is an operation that inserts only a postpositional particle to make a fluent sentence. Therefore, this simplification corpus is a corpus focusing only on paraphrases.

IV. Experiment

A. Experimental Setup

For text simplification by the machine translation approach, we use phrase-based statistical machine translation (PB-SMT) and neural machine translation (NMT). We use the Easy Japanese Parallel Corpus for training and testing. The settings for each machine translation system are shown below.

1) PB-SMT: We use Moses [10] for PB-SMT. We tune the systems using minimum error rate training (MERT) [11]. For the language model (LM), we use the training data and build a 3-gram language model with Modified Kneser-Ney smoothing trained with KenLM [12].

2) NMT: We use OpenNMT for NMT. The number of LSTM layers in the Encoder/Decoder is 2, and the number of LSTM units in the hidden layer is 500. In addition, the number of dimensions of word embedding is 500. We use stochastic gradient descent for optimization.

The following two experiments were carried out using these machine translation systems.

1) Comparison of automatic simplification using machine translation system and existing LS system (Section IV-B);

2) Comparison of models with different quantity and quality of training data and development data (Section IV-C);

B. Comparison of Machine Translation Approach and Existing LS System

We compare four systems: the baseline, LS, SMT, and NMT. For the baseline, we adopt a system that does not change input sentences. That is, it is the input sentence itself. For the LS system, we use the only available Japanese LS system by Kajiwara et al. [8]. In the machine translation system, the training data contains 40,000 sentences, while the development and test data each contain 5,000 sentences.

We evaluate each system by three metrics: S-BLEU, SARI, and Simplicity.

1) SARI: A recently proposed simplification metric compares the System output against References and against the Input sentence. This is an arithmetic average of n-gram precision and the recall of three rewrite operations: addition, retention, and deletion. It rewards addition operations where system output was not in the input but occurred in the references. In addition, it rewards words retained/deleted in both the system output and the references. In an experimental evaluation, Xu et al. indicated that SARI correlates with judgments of human simplicity [13].

2) Simplicity: In this paper, we define simplicity as the measure of the content of sentences from the 2,000 core words. We define a sentence by word \( w_i \) as follows:

\[
Sentence = \{w_0, w_1, \ldots, w_N\}
\]
They live together in unity.
He worked hard to feed a large family.
Please sign there.
They are collecting threads.

### TABLE III

**Example of Output**

<table>
<thead>
<tr>
<th>System</th>
<th>Output sentence</th>
<th>Literal translation of the output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original (Baseline)</td>
<td>そこに 職名してください。</td>
<td>Please sign there.</td>
</tr>
<tr>
<td>LS</td>
<td>そこに 職名してください。</td>
<td>Please sign there.</td>
</tr>
<tr>
<td>SMT</td>
<td>そこに 職名してください。</td>
<td>Please sign there.</td>
</tr>
<tr>
<td>NMT</td>
<td>そこに 職名を書いてください。</td>
<td>Please write your name there.</td>
</tr>
<tr>
<td>Original (Baseline)</td>
<td>彼は家族を 豊かに 譲まれた。</td>
<td>He worked hard to feed a large family.</td>
</tr>
<tr>
<td>LS</td>
<td>彼は家族を 豊かに 譲まれた。</td>
<td>He worked hard to feed a large family.</td>
</tr>
<tr>
<td>SMT</td>
<td>彼は家族を 豊かに 譲まれた。</td>
<td>He worked hard to feed a large family.</td>
</tr>
<tr>
<td>NMT</td>
<td>彼は家族を 豊かに 譲ませた。</td>
<td>He worked hard to support the large family.</td>
</tr>
<tr>
<td>Original (Baseline)</td>
<td>彼は人生に 権限 した目的を持っている。</td>
<td>He has a firm purpose in life.</td>
</tr>
<tr>
<td>LS</td>
<td>彼は人生に 強いとした目的を持っている。</td>
<td>He has a purpose which it is strong in life.</td>
</tr>
<tr>
<td>SMT</td>
<td>彼は人生に 権限 とした目的を持っている。</td>
<td>He has a firm purpose in life.</td>
</tr>
<tr>
<td>NMT</td>
<td>彼は人生に しっかりととした目的を持っている。</td>
<td>He has a firm purpose in life.</td>
</tr>
<tr>
<td>Original (Baseline)</td>
<td>相談 して生活している。</td>
<td>They live together in unity.</td>
</tr>
<tr>
<td>LS</td>
<td>相談 して生活している。</td>
<td>They live together in unity.</td>
</tr>
<tr>
<td>SMT</td>
<td>相談 して生活している。</td>
<td>They live together in unity.</td>
</tr>
<tr>
<td>NMT</td>
<td>相談を集めている。</td>
<td>They are collecting threads.</td>
</tr>
</tbody>
</table>

### TABLE IV

**Automatic Evaluation**

<table>
<thead>
<tr>
<th>System</th>
<th>S-BLEU</th>
<th>SARI</th>
<th>Simplicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.706</td>
<td>0.278</td>
<td>0.924</td>
</tr>
<tr>
<td>LS</td>
<td>0.661</td>
<td>0.335</td>
<td>0.932</td>
</tr>
<tr>
<td>SMT</td>
<td>0.757</td>
<td>0.499</td>
<td>0.960</td>
</tr>
<tr>
<td>NMT</td>
<td>0.794</td>
<td>0.585</td>
<td>0.998</td>
</tr>
</tbody>
</table>

### TABLE V

**Human Evaluation**

<table>
<thead>
<tr>
<th>System</th>
<th>Grammar</th>
<th>Mean</th>
<th>Mode</th>
<th>Median</th>
<th>Meaning preservation</th>
<th>Mean</th>
<th>Mode</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>3.45</td>
<td>4</td>
<td>4</td>
<td>3.37</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>SMT</td>
<td>3.76</td>
<td>4</td>
<td>4</td>
<td>3.79</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>NMT</td>
<td>3.11</td>
<td>4</td>
<td>4</td>
<td>3.04</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Manual</td>
<td>3.81</td>
<td>4</td>
<td>4</td>
<td>3.72</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

We define Simplicity as follows:

\[
\text{Simplicity} = \sum_{i=0}^{N} f(w_i) / N \tag{2}
\]

\[
f(w_i) = \begin{cases} 1 & (w_i : \text{core word}) \\ 0 & (w_i : \text{other}) \end{cases} \tag{3}
\]

We also conduct human evaluations on grammar and meaning preservation. We set the evaluation as four stages of 1 to 4 (higher marks indicate better output). We randomly extracted 100 sentences from the corpus. We asked five native speakers using crowdsourcing. Each subject evaluated 400 sentences in two aspects (grammar and meaning preservation). The 400 sentences consisted of four kinds of outputs (i.e., Baseline, LS, SMT, NMT), each of which had 100 sentences.

### C. Comparison of Models with Different Quantity and Quality of Training Data and Development Data

We constructed models that vary by the quantity and quality of training data and development data. We classified them into four ranges [0.0, 0.4), [0.4, 0.6), [0.6, 0.8), and [0.8, 1.0] according to the S-BLEU score between the original sentence and the simple sentence. For each section, we set the training data size as 2,000, 4,000, 6,000, and 8,000 sentences. Furthermore, we set the development data size to 100, 200, 300, and 400 sentences. From these settings, we constructed models for each combination of quality and quantity for the machine translation system (SMT and NMT). The test data was 400 sentences which we randomly extracted 100 sentences from each section of the S-BLEU score. We evaluated the output of each model with S-BLEU and SARI.

### V. Result and Discussion

In the LS system, since 200 sentences could not be analysed, the results shown exclude these 200 sentences. Table IV shows the results of an automatic evaluation.

Although SMT and NMT are trained with a corpus composed of 2,000 words on the simple sentence side, the score of simplicity is not 1.0. This is caused by words with different parts of speech and UNK tokens. The machine translation systems (SMT and NMT) outperform the LS system in all automatic evaluation metrics. LS rewrites “確固（firm）” as “強い（strong）” in Table III (3). Although the meanings of “確固（firm）” and “強い（strong）” are similar, it is not grammatical to have “とした” after “強い（strong）”. On the other hand, NMT rewrites “確固（firm）” as “しっかり（firm）”. These are equivalent meanings and are transformations suitable for grammar. Even in cases where the LS system cannot take context into consideration, the machine translation system can translate appropriately.

Table V shows the results of a human evaluation. The score of “Manual” for grammar and meaning preservation is not 4.00. Owing to vocabulary restrictions, it is not always possible to represent the meaning of the original sentence perfectly. Thus, we think that the meaning preservation score

---

3 The UNK token is an out-of-vocabulary word. Words not included in training data are replaced by this token.
became 3.72. In addition, for grammar, there was a tendency that low scores were given to sentences that became longer and ambiguous owing to vocabulary restrictions.

In automatic evaluation, NMT has the best result, but in human evaluation, NMT is inferior to the LS system and SMT. The cause of this difference is UNK tokens. SMT and LS systems often output complex words without changing them. For example, in Table III (1), SMT and LS do not rewrite “著名 (signature)”. In addition, in (2), “養う (to feed)” and “懸命 (hard)” are not core words, but the LS system outputs the same sentence as the original sentence. SMT rewrites “懸命 (hard)” as “頑張って (hard)”, but does not convert “養う (to feed)”. On the other hand, NMT converts each complex word. Therefore, NMT often outputs sentences having completely different meanings with the original sentence as Table III (4). As a result, SMT outperforms NMT in human evaluations. In addition, we think that the SMT output has better results than the “Manual” in human evaluations because there is no restriction on the SMT output vocabulary. According to the human evaluation criteria, Grammar score 3 or more is an evaluation that “you can understand the meaning of sentences”. In addition, meaning preservation score is 3 or more, is an evaluation that “most of the meaning is the same between original sentence and simple sentence”. Although output vocabulary of NMT is restricted, the output sentence of NMT has sufficient results in grammar and meaning preservation.

Table VI and Table VII show the results evaluated by S-BLEU for the model in which the quantity and quality of the data are changed. Focusing on the quality of the data, it is found that the model trained with a medium S-BLEU score data is good in both NMT and SMT. The score is low for [0.0, 0.4) and [0.8, 1.0]. In addition, it is shown that the scale of the corpus influences the output result in the sentence simplification. If the corpus size expands, collecting data with a medium S-BLEU score is most effective for improving the simplification performance.

VI. CONCLUSION

We performed automatic text simplification by using a machine translation approach with a simplified corpus in Japanese for the first time. This approach also makes it possible to make correct simplifications for cases where existing LS systems cannot simplify properly. This proposed system greatly outperforms those systems that adopt conventional methods. In addition, we constructed 32 models according to the quantity and quality of training data, development data, and the machine translation system. A comparison of these models showed that data with a medium S-BLEU score are most effective for automatic text simplification by a machine translation approach.
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